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**Abstract.** "Coronavirus: AI steps up in battle against Covid-19? Artificial intelligence may have been hyped - but when it comes to medicine, it already has a proven track record. So can machine learning rise to this challenge of finding a cure for this terrible disease? There is no shortage of companies trying to solve the dilemma. Oxford-based Exscientia, the first to put an AI-discovered drug into human trial, is trawling through 15,000 drugs held by the Scripps research institute, in California. ... The system is divided into three parts that: trawl through all the current literature relating to the disease; study the DNA and structure of the virus; consider the suitability of various drugs" (BBC, 18 April 2020, <https://www.bbc.co.uk/news/technology-52120747> ).
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